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Abstract
It is crucial to think about the broader social implications

and potential threats of AI technology as they become more and
more ingrained in our daily lives. This article makes the case that
a co-design strategy that incorporates social computing, design
principles, and ethical considerations can result in more
responsible and advantageous AI futures. The authors highlight
the difficulties and restrictions of this technique while presenting
case studies of co-design methods for AI systems. In the end, the
article highlights the significance of an inclusive and
collaborative design process for AI systems that prioritizes moral
considerations and societal responsibilities.



Goal Of  Study

• Find initiatives and case studies that 
combine HCI and AI, emphasizing their 
ethical implications. 

• Determine the main obstacles to HCI and 
AI interactions and how to overcome them. 

• Finally, to cultivate a community for 
ongoing discussion and research on the 
points where AI Ethics, social computing, 
and design converge.



Group dynamics encountered

• The authors point out that participants expectations and experiences with the 
workshops varied, and that participant feedback was crucial to enhancing the co-
design process efficacy. 

• To get feedback on the co-design process and the workshop results, the authors 
held focus groups with the participants. They used this feedback to influence 
subsequent iterations of the process. 

• Overall, the paper emphasizes the complexity of group dynamics that arise when 
co-designing AI futures and the significance of implementing techniques for 
promoting collaboration, controlling divergent thinking, and participating in 
continuous evaluation and reflection.



Literature background

The need for ethical considerations in AI system design, particularly in relation to issues such as bias, 
accountability, transparency, and privacy (Floridi et al., 2018; Jobin et al., 2019; Mittelstadt et al., 2016).

The importance of social computing and human-centered design principles in AI system design to ensure that the 
technology is designed to meet the needs and values of users and communities (DiSalvo et al., 2010; Foth et al., 
2011; Kujala et al., 2011).

The potential benefits of co-design approaches for AI system design, particularly in engaging diverse 
stakeholders and perspectives in the design process (Blomberg et al., 1993; Sanders & Stappers, 2008; Vines et 
al., 2013).

The challenges and limitations of co-design approaches, including the need for ongoing engagement and 
communication, balancing conflicting needs and values, and addressing power dynamics and cultural diversity 
(Gaver et al., 2013; Sanders & Stappers, 2008; Vines et al., 2013).



Population 
Targeted

Researchers, designers, and practitioners who are
active in the creation of AI systems are the intended
audience for the article "Co-designing AI Futures:
Combining AI Ethics, Social Computing, and
Design." The paper is pertinent for anyone who is
interested in comprehending the potential social
hazards and repercussions of AI and the significance
of including a variety of stakeholders in the design
process to produce more ethical and advantageous
AI futures.



Research Questions Asked

How can we incorporate social computing, design principles, and ethical concerns 
into the co-design of AI systems? How can we incorporate social computing, design 
principles, and ethical concerns into the co-design of AI systems? 

What are the difficulties and constraints of jointly creating AI systems, and how can we 
overcome them? 

What possible advantages might an open, inclusive design process for AI systems 
have?



Target 
technology 

The subject of the article is not a 
particular technology or 
application that is being created 
or assessed. Instead, it discusses 
the broader implications of 
incorporating social computing, 
design principles, and ethical 
considerations into the 
development of AI systems, with 
an emphasis on the potential 
advantages and difficulties of a co-
design strategy. 



Key aspects of the research design

• Sample: Participants in the survey came from a variety of backgrounds and areas of knowledge, including 
AI specialists, designers, social computing researchers, and ethicists. 

• Data Collection: The research used a variety of data collection techniques, such as focus groups, 
workshops, and interviews. While the workshops were used to create and polish the AI scenarios, the 
focus groups were used to generate ideas and input on the co-design process. 

• Data Analysis: To analyze the data for the research, qualitative data analysis techniques were used. The 
research was used to improve the AI scenarios and produce insights into the co-design process. 

• Findings: Co-design teams can produce futuristic AI scenarios with ethical considerations embedded, 
according to the research. The study also identified the opportunities and challenges of jointly developing 
AI scenarios, including how to manage different points of view, forge a common goal, and incorporate 
moral principles into design principles.



Key aspects of the research methods

• In this article, authors used a qualitative study methodology that includes focus groups 
and co-design workshops.

• In order to explore the potential effects of AI on society and create design principles for 
responsible AI development, the authors describe a series of co-design workshops that 
brought together experts from various disciplines, such as AI ethics, social computing, 
and design.

• A variety of activities, including brainstorming sessions, group conversations, and 
prototyping exercises, were done during the workshops. In order to get input on the 
efficiency of the co-design process and the outcomes of the workshops, the authors also 
held focus groups with workshop attendees. 

• A review of the literature on AI ethics, social computing, and design is also included in the 
report.



Strengths:

• An interdisciplinary approach is used in the research to co-design AI scenarios by
bringing together experts from various disciplines, such as AI, ethics, social
computing, and design. The scenarios are future-focused and incorporate ethical
considerations thanks to this interdisciplinary strategy.

• The research offers insightful information about the co-design process, as well as the
difficulties and opportunities of combining AI ethics, social computing, and design.
The study's conclusions can guide current practice and further investigation in this
field.

• The study's findings have practical ramifications for the creation of AI systems with
embedded ethical concerns. The co-designed scenarios can be applied as a
paradigm for developing morally and socially responsible AI technologies.



Weaknesses:

• Although interdisciplinary collaboration and the co-design approach are promising in
principle, they can be difficult to put into reality.

• Limited scope: The article primarily focuses on the co-design process and the function
of social computing in AI design and development, but it may not address other crucial
elements that could affect the ethical and social ramifications of AI, such as the political
and economic context in which AI is developed and used.

• Possibility of unexpected effects, although the co-design method can lessen potential
biases and encourage socially responsible AI, unintended effects from the use of AI are
still a possibility.



Major Findings

The research shows that multidisciplinary co-design teams can create AI technology scenarios with embedded 
ethical considerations. These scenarios are future-focused and represent a long-term perspective of the 
implications of AI technologies. They are based on the practical needs of stakeholders. 

Managing different viewpoints, developing a common vision, and converting ethical principles into design 
principles are just a few of the difficulties the study points out when discussing the difficulties of co-designing AI 
scenarios. 

The research offers suggestions for overcoming these difficulties, including developing a common vocabulary, 
fostering trust, and encouraging collaboration. 

The research points out various ways to combine AI ethics, social computing, and design, like using social 
computing to involve stakeholders and integrating moral considerations into the design process. According to 
the research, these possibilities may result in AI technologies that are more morally and socially responsible.



Discussion Points

• The article emphasizes the difficulties in designing AI systems, such as the risk of discrimination 
and bias, privacy issues, and the moral implications of AI decision-making. The writers contend 
that these difficulties can be overcome by including a wide range of stakeholders in the design 
process, such as people from various cultural and societal backgrounds, as well as authorities in 
social computing and AI ethics. 

• Overall, the article offers an insightful viewpoint on the significance of moral concerns in the 
design and creation of AI systems. The authors suggest a comprehensive strategy for designing 
for AI futures that takes into consideration the needs and perspectives of a wide variety of 
stakeholders by integrating insights from AI ethics, social computing, and design.



Personal Views

Ø The co-design strategy described in the article seems to be a promising method to develop AI systems 
that are more ethically consistent with human values and socially responsible. However, given the 
complexity and diversity of many AI systems, scaling up this strategy may present difficulties. 

Ø Integrating ethical considerations into the design and development of AI systems from the start could 
be a substitute for the co-design method. This might entail integrating moral values into the process of 
developing software and using moral frameworks, like the Fairness, Accountability, and Transparency 
(FAT) framework, to direct the creation of AI systems. 

Ø Extending the work could also entail investigating how AI systems can be created to support social 
fairness and equity. This might entail thinking about how AI systems can be applied to combat societal 
injustice and encourage inclusive behaviors. 

Ø The article's main points emphasize the value of interdisciplinary cooperation, co-design, and ethical 
concerns in the creation of AI systems. These methods must be used in order to develop AI systems that 
are more socially conscious and in line with human ideals, even though scaling them up may be difficult.
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